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Background

Ø The 2D panoramic X-ray image is an efficient ways for dentists to determine 
invisible caries, impacted teeth and supernumerary teeth among children.

Ø Identifying teeth in panoramic X-ray images and manual annotation is time-
consuming and labor-intensive, resulting in a limited availability of labeled data.

Ø Semi-supervised learning provides a potential alternative for exploring useful 
information from unlabeled samples.



Problem analysis

The main challenges of the competition are as follows:

Only 30 labled data 
are available

Unlabeled 
Data

Labeled 
Data

×30×2,350

Ø Very limited labled data Ø Excessive dental categories

32 permanent teeth and 20 
deciduous teeth

Ø Overlapping area

Many teeth overlap 
each other



Self-Training pipeline



Preprocessing

Ø Label format conversion

JSON Ndarray(52 × H × W)

Convert JSON to Ndarray mask, where each 
channel represents a specific type of tooth

Ø Resize

Resize both the image and mask to 
320x640 to reduce computational load 
and facilitate subsequent processing

1127 × 1991

942 × 2000

Resize

320 × 640



Pseudo-label generation and iteration

Ø Train the initial models using only labeled data
Ø Use initial models for pseudo-label generation on unlabeled data and add to training set
Ø Re-train the models, update pseudo-labels, repeat N times



Pseudo-label generation strategy

We employed the following strategies to generate more reliable pseudo-labels:

Ø Model ensemble: the inference result takes the mean of K model outputs (K=5)
Ø Test-time augmentation: an image is inferred twice, the original image and the vertically flipped image
Ø Morphological operation: remove small area noise using opening and closing operations



Final training & Inference

Unlabeled 
Data

Labeled 
Data

Pseudo-
labels

&
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Train
Model

Training a single model with labeled data, 
unlabeled data,  and pseudo-labels iterated � times

Model Probability 
Map 

Vertical flip

The same test-time augmentation is used in 
inference as in pseudo-label generation

52 × 320 × 640

Avg.



Post-processing

Probability 
Map 

52 × 320 × 640

Probability 
Map 

Resize

52 × H × W

Binarization Original 
Mask 

52 × H × W

cv2.findContours

channel by channel

JSON

Ø Resize the image to its original size
Ø Binarization with a threshold of 0.5
Ø Find connected regions channel by channel using cv2.findContours
    (PS: We exclude regions with contour points fewer than 45 to eliminate small area noise)
Ø Remap channel numbering to tooth numbering



Implementation details

For more details: https://github.com/Liaaaar/2024-MICCAI-STS-2D

Segmentation model: DeepLabv3+  Backbone：ResNet50

Data augmentation used include:
Ø Vertical flipping
Ø Random gamma adjustment
Ø Brightness and contrast enhancement
Ø Blurring
Ø Optical distortion
Ø Elastic transformation
Ø Grid distortion
Ø Motion blur
Ø Hue saturation adjustments.

3 × 320 × 640

52 × 320 × 640



Loss function selection

We first experimented using only labeled data to determine the loss function during self-training

0.2 × dice loss + 0.8 × BCE loss performs the best



Quantitative results on validation set

Our self-training pipeline leverages information from unlabeled data to improve the model performance

As the number of pseudo-labels iteration increases, the performance of the model can be further improved



Qualitative results on validation set

Easy cases

Ø Straight teeth
Ø Many similar 

patterns in the 
training set

Hard cases

Ø Misaligned teeth
Ø Few similar 

patterns in the 
training set



Results on testing set & Rank



Thanks for listening!
https://github.com/Liaaaar/2024-MICCAI-STS-2D


